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Abstract: This paper extends the application of compressive
sensing (CS) to the radar reconnaissance receiver for receiving
the multi-narrowband signal. By combining the concept of the
block sparsity, the self-adaption methods, the binary tree search,
and the residual monitoring mechanism, two adaptive block greedy
algorithms are proposed to achieve a high probability adaptive re-
construction. The use of the block sparsity can greatly improve the
efficiency of the support selection and reduce the lower bound-
ary of the sub-sampling rate. Furthermore, the addition of binary
tree search and monitoring mechanism with two different supports
self-adaption methods overcome the instability caused by the fixed
block length while optimizing the recovery of the unknown signal.
The simulations and analysis of the adaptive reconstruction abil-
ity and theoretical computational complexity are given. Also, we
verify the feasibility and effectiveness of the two algorithms by the
experiments of receiving multi-narrowband signals on an analog-
to-information converter (AIC). Finally, an optimum reconstruction
characteristic of two algorithms is found to facilitate efficient recep-
tion in practical applications.
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1. Introduction

Since being presented, the compressive sensing (CS) [1 —3]
has gained popularity in recent years. It allows the sig-
nal to be obtained far below the Nyquist rate from the
non-adaptive linear projections by the optimization al-
gorithm with a sparsity constraint. After a great devel-
opment, CS has been applied to many research fields,
including communication, radar, image processing and
biomedicine [4 — 7], studying the feasibility of applications
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of CS in analog information acquisition.

The essence of the reception process in the analog signal
CS is compressed sampling and reconstruction. In terms
of compressed sampling, the presentation of the analog-to-
information converter (AIC) [8 — 11] successfully connects
the digital CS theory to analog implementation. Treichler
et al. came up with a design of wideband signal acquisi-
tion receiver [12]. In order to blind sub-Nyquist sampling
of multiband signals, the modulated wideband conversion
(MWC) [13] and quadrature analog-to-information con-
verter (QAIC) [14] were presented successively. They are
essentially different parallel structures of the AIC.

For the reconstruction process, many existing algo-
rithms have been presented such as the convex optimiza-
tion method [15,16] and the greedy algorithm [17]. In the
practical application, we are concerned about the greedy
algorithm due to its few calculations and flexible settings.
Tropp et al. demonstrated theoretically and empirically that
the orthogonal matching pursuit (OMP), a fundamental
greedy algorithm, can reliably recover a signal [18]. Since
the sparse levels required for refactoring are usually un-
known or cannot be accurately obtained in many cases,
Do et al. presented the sparsity adaptive matching pursuit
(SAMP) [19]. It adopts a stepping adaptive method to es-
timate the sparsity and the true support set without prior
information. Malloy et al. proposed an adaptive sensing
and group testing algorithm which has good performance
in a low signal to noise ratio (SNR) [20]. In [21], the
extended orthogonal matching pursuit methods were pre-
sented, which use the redundant iterations to increase the
probability of successful reconstruction. On the other hand,
some studies have proposed reconstruction algorithms spe-
cially for the original signal which has special structure. By
analyzing characteristic of block sparse signals, Eldar et al.
developed the block-MP and the block-OMP (BOMP) al-
gorithm [22,23]. Combining the BOMP with the adaptive
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support method, the block sparsity adaptive matching pur-
suit (BSAMP) algorithm was proposed [24]. However, this
algorithm still needs to know the block length. Hedge et
al. extended the CS theory to pulse stream data [25]. Over-
all, the use of the adaptive methods and the signal structure
information can make the algorithm more practical and ef-
ficient.

In the context of radar reconnaissance receivers, a large
reception bandwidth is required. However, the actual sig-
nal is usually distributed only in several narrow bands,
which provides the feasibility and necessity for CS receiv-
ing. The CS architecture can effectively reduce the sam-
pling pressure of the wideband receiver. However, the ex-
isting reconstruction algorithms are mostly applicable to
the finite information rate signal, which is not satisfac-
tory in the multi-narrowband signal with continuous spec-
tral characteristics. In addition, the signal which recon-
naissance receiver needs to face is completely unknown.
Therefore, the reconstruction process needs to have supe-
rior adaptability. Based on the above two problems, we
propose two adaptive block greedy algorithms called the
binary tree search and monitoring block orthogonal match-
ing pursuit (BTS-MBOMP) and the binary tree search
block adaptive matching pursuit (BTS-BAMP). Both al-
gorithms can achieve adaptive reconstruction of multi-
narrowband signals without the prior sparsity level. And
the latter is the improved backtracking version of the for-
mer.

Our contributions can be summarized as follows: First,
according to the block-occupied feature of the multi-
narrowband signal, we organically combine the block spar-
sity into CS architecture to improve the probability of ex-
act reconstruction and further reduce the lower boundary
of the sub-sampling rate. Second, a binary tree search and
monitoring mechanism is proposed to solve the adaptive
problem of the block size in the block greedy algorithm.
This mechanism can accumulate the reconstruction infor-
mation and effectively remove wrong results when the
block size is mismatched. Also, the instability of recon-
struction caused by the fixed block length can be over-
come. Third, the adaptive reconstruction ability and com-
putational complexity of the proposed algorithms are eva-
luated and analyzed. Fourth, we validate the feasibility and
effectiveness of algorithms by simulating the entire recep-
tion and reconstruction process through an AIC structure in
different SNRs. Finally, the optimal reconstructed charac-
teristic which can facilitates practical application is found.

The rest of this paper is organized as follows. Section 2
depicts the mathematical CS model based on block spar-
sity. Search and monitoring mechanism and detailed al-
gorithmic descriptions are provided in Section 3. Finally,
performance analysis, scenario simulation and discussion
are shown in Section 4, followed by the conclusion in

Section 5.
2. Block sparsity and block-CS model

CS focuses on how to recover a signal « of size N x 1 from
an observation vector y of size M x 1 with M < N. The
basic CS model is

y=dx (1)

where @ is an M x N observation matrix which is inde-
pendent of signal x. Since ¢ has much fewer rows than
columns, recovering  from y is an undetermined problem
that has infinite solutions. Therefore, CS exploits the spar-
sity of x to make the solution unique and ensure that the
mapping between y and x is one-to-one [26]. For sparse-
ness, it is assumed that

xr=WUs )

where s is a sparse vector of size N x 1 with only k nonzero
values. This type of signal x is said to be k-sparse in ¥,
and ¥ is called the basis matrix of a transform domain.
Combining (1) and (2), y can be rewritten as

y=P¥s=0BOs 3)

where ©® = @V is an M x N recovery matrix. Under
sparse constraints, the refactoring process can be described
as

s = argmin [|s[[o s.t. @s =y. )

In many cases, the sparse expression s of the signal x
has block structure. Assuming that s is composed of seve-
ral blocks with length d; (1 < I) respectively

S =1[81y.-y8dyy -y SNedp+1,- -, SN| 5)

s[1] s[L]

where s[l] denotes the [th sub-blocks. A block K -sparse
signal x is defined as ||s]20 < K, where ||s||2,0 is de-
scribed as

L
Isllz.0 = D &(llsilll2 > 0). ©)
i=1

Note that ||a||2 stands for the Euclidean norm of the vector
a, and ¢ is an indicator function. £(A) = 1 if the condition
A is satisfied and 0 otherwise.

Similar to the typical k-sparse signal which has at most
k nonzero values, the nonzero values of a block sparse
signal distribute only in K blocks. Moreover, when d; =
--- = dy, = d, the signal is said to be the uniform block
sparse, which can be expressed as

8= [81,..,8d,8d41r---152ds-++,SN—df1,---15N]-

s[1] s[2] s[L]
@)
Simultaneously, ¥ and @ can be successively parti-
tioned into block distribution I' = {dy = --- = dp, = d}
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similar to s as

U= [9017"'73011730(14-17"'7302d7"'730N—d+17"'7§0N]
?[1] 7[2] Z[L]
(®)
@ = [¢17"'7¢d7¢d+17"'7¢2d7"'7¢N—d+17"'7¢N]
————
o] 6[2] 0[L]
)

where P[i] and O[i] (i = 1,2,...,L) are the sub-
matrices of ¥ and @ with size N x d and M X d, respec-
tively. Substituting (9) and (7) into (3), y can be rewritten
as

y=(0[1]6[2]---O[L])(s"[1]s"[2]---sT[L])T =
L
> Oli]s[i] (10)
i=1
and the mathematical model (4) can be rewritten as
L
§=argmin||s]z0, st. Y Ofis[i]=y. (1)
i=1

The above problems can be solved by the OMP type
greedy algorithm. Davenport et al. pointed out the condi-
tions for the exact reconstruction of such algorithms [27]:

Definition 1 Let © be a given matrix. If there exists a
restricted isometric constant (RIC) §; which satisfies

(1—d)lsll7, <ll@sl7, < (L +6)llslz,  (12)

then @ satisfies the restricted isometry property (RIP), and
s has a unique solution if d, € (0, 1). Eldar et al. general-
ized the RIP to the block sparsity and proposed block RIP
(Block-RIP) [28]:

Definition 2 @ satisfies the Block-RIP over I' =
{di,...,dr} with parameter - if for every x € RV
that is block K -sparse, we have

(1= dxr)lsl3 < 1@s]3 < (L + 0 r)lslz - (13)

where dg | is the RIC of block K-sparse x over I'. Our
previous work [29] proved that block sparsity can reduce
the RIC (0 K| < d1), thereby increasing the reconstruc-
tion probability and reducing the lower boundary of the
sub-sampling rate. The others obvious advantages of the
block greedy algorithm are their smaller computational
complexity.

3. Adaptive block greedy algorithms

The BOMP [23], combined with block sparsity and OMP
type algorithms, achieves a good performance of recon-

struction. For practical purpose, Fu et al. proposed the
BSAMP which can self-adapt to the block sparsity level

K drawing on the ideas of SAMP [24]. Although it does
not need to set the block sparsity level in advance, a fixed
block length is needed to be given in the initialization. Ac-
cording to our previous studies, different block lengths can
bring different effects on the reconstruction. Accuracy loss
is unavoidable when the block is unbefitting (mismatch).
In addition, the length of each non-zero block will be dif-
ferent when the signal is close to the actual scenario (non-
uniform blocks). Therefore, we need an algorithm that can
adapt to both block sparsity level and block length.

3.1 Binary tree search and monitoring mechanism

We propose a binary tree search and monitoring mecha-
nism in the process of block support reconstruction. The
diagram is shown in Fig. 1. This mechanism can gradu-
ally exclude unoccupied sub-blocks and narrow the search
domain. The reconstruction can be eventually completed
when the block length reduces to a given block resolu-
tion. The block supports which have been found in the
last search can be used as a priori information to the next
search. Also, the search process does not require priori in-
formation of signal block size and sparsity level.

Block sparse
signals [

First
decompositon L]
Second

decomposition Eé

Third
decomposition

Fig.1 Decomposition of non-uniform block sparse signal

The idea of binary tree search can be summarized as fol-
lows:
(i) First, searching block

N
oh <h < log, 5);

(i1) Segmenting blocks. Searching block support in d =
2"—1 within the range of block supports which were found
previously;

(iii) Repeating (ii) until the block length reduces to the
block resolution.

The binary tree search can effectively solve the self-
adaptation problem of both block size and block sparsity
level. However, the accumulation of prior knowledge may
also create risks. A wrong block support will be extended
to the after searches, thereby, affect the reconstruction re-
sults. Therefore, it is necessary to add a suitable monitoring
condition to ensure that each search can obtain the correct
block supports. In this paper, we set the monitoring condi-
tion as follows. If

support in d =

I7sll2/llmollz < A, (14)
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the block supports will be submitted to the next stage as
a priori knowledge. ||74||2 and ||rg||2 are the standard Eu-
clidean norm of the residuals in & stage (d = 2") and the
original measurements, respectively. Note that ||| =
|lyll2, and A € (0, 1) is the monitoring threshold.

If the condition is not satisfied, it means that reconstruc-
tion error occurs or the block length is inappropriate. The
results will be discarded and the search of the next stage
will be directly carried out. The monitoring condition can
screen out reliable prior knowledge effectively and exclude
the case of mismatch.

3.2 Reconstruction algorithms adaptive to
block length and sparsity level

Based on the binary tree search and monitoring mecha-

nism, this paper presents two algorithms adaptive to both
block sparsity level and block size. The main difference
between the two algorithms is the iterative approach in the
search process. They are mainly proposed for receiving un-
known multi-narrowband signals in the CS wideband radar
reconnaissance receiver. Also, they can be used in many
other cases, e.g., spectrum sensing, cognitive radio.

3.2.1 BTS-MBOMP

After solving the adaptive problem, an appropriate block
iteration method needs to be selected in each search.
BOMP is a good choice due to its simple procedure and
good performance. Combining the binary tree search
and monitoring with BOMP, we first present an algorithm
called the BTS-MBOMP. The diagram is shown in Fig. 2.

Monitoring

Outer loop
r 7777777777777777777777777777777777 a
|
| Inner loop |
\ \
Initia lizati l Block Makel§ Tp port Update ‘
t t: i 18 — 3 |
nitia lization | correlat}on test . residue r, |
\ Ik Ly=1 Vi |
‘ \
\ \
\ \
\ \
} No I
|
| |
\ \
\ \
‘ \

condition?

L ___
Update . .
block length Update observation matrix
d=d)2 =P

Halting
condition?

Fig. 2 Diagram of BTS-MBOMP

The pseudo code of the BTS-MBOMP is as follows.

Input: Recovery matrix @, sampled vector y; decom-
position level h;

Output: A block sparse approximation ;
Initialization:
Zo; {Trivial initialization}

Outer loop

Iy = @; {Empty finalist}

k = 1; {Iteration index }

ro = y; {Initial residue}

d = 2"; {Stage block length}

6 = [¢1, e '7¢d7 o a¢N—d+17 .- 7¢N] {BIOdel_
—_————
o] O[L]
vision}
Inner loop
ir = argmax(||@T[i]ry_1]2); {Block correla-
tion}

I, = I;—1 Uiy; {Make support list}

y — Y 0,00}, [lly); {Compute
el

T =

residue}
k = k + 1; {Update the stage index }

if || 7%]l2 > [|70]]2 < v {Monitoring condition}
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then use = 1 {Priori identification}
quit the inner loop;
else if |7y |2 > 2||rol|2 or [I| > M {failed}
then use = 0 quit the inner loop;
end
Inner loop end
if ||7%||2 < € or h = 1 {Halting condition}
then quit the outer loop;
else if use =1
O = Oj,; {Update recovery matrix }
end
h = h — 1; {Update decomposition level }
Outer loop end

until halting condition true;

Output:

T = @}k y {Prediction of non-zero coefficients}

In the outer loop, @ is divided by d = 2" in each
search stage, where h is the decomposition level. The in-
ner loop is a BOMP iteration with monitoring condition.
Note that i, = argmax(||@[i]r_1||2) means that the
block index of maximum || @™ [i]r_1||2 will be selected
to the support list. For 4 € {1,...,N}, @, is a sub-
matrix of & which only contains block index set A. And
O} = (07 ©;)71 @7 is the pseudoinverse of O.

The inner loop stops iteration by the monitoring condi-
tion. When ||75]|2/||70]|2 < A is satisfied, a priori informa-
tion mark use = 1 is returned to the outer loop. It means
that the block supports having been found are adequate and
can already be used as prior knowledge in the next search.
Conversely, if ||7||2 > ||7o||2 or the number of supports is
greater than measurements, the reconstruction fails and the
iteration will be halted to avoid unnecessary calculations.
The algorithm skips into the next stage directly.

N
Decomposition level h: 1 < h < {1og2 / ?J, where

| | means rounded down. The decomposition level deter-
mines the largest block size in the whole search process.
The block length should be greater than or equal to 2
(so h > 1). In order to ensure the reconstruction accu-
racy and fully reflect the superiority of block sparsity, h
should be a relatively large value. A larger h can provide
more information at different resolutions. Empirically, the

N
middle part of the range 1 < h < {log2 / 3J (such as

h = {(log2 g)/2J orh = {(log2 g)/Q—‘) usually has a

better performance.

Halting conditions: Similar to the SAMP, the BTS-
MBOMP stops when the norm of residual |72 is smaller
than a certain threshold €, which means noise energy value

for noisy measurements, and € = 0 in the case of noiseless
measurements.

Monitoring conditions: The monitoring threshold 1 >
v > e is a flexible value. ||ry||2/||70]|2 is a ratio of it-
eration residual and initial residual, representing the stage
degree of completion. A small y is recommended to ensure
the prior information can be accumulated correctly. Based
on our experiments, one to three orders of magnitude larger
than € (y = 10 — 103¢) is a reliable choice.

3.2.2 BTS-BAMP

The BTS-MBOMP is simple and speedy, but it has an in-
herent drawback: the selected block can only be added
into the final supports unidirectionally but cannot be with-
drawn. This causes easier accumulation of error supports
and reduces the probability of exact reconstruction. To
solve this problem, we propose an improved algorithm,
BTS-BAMP. The the diagram is shown in Fig. 3.
The pseudo code of the BTS-BAMP is as follows.
Input: Recovery matrix @, sampled vector y, decom-
position level h; step size w;
Output: A block sparse approximation Z;
Initialization:
Z = 0; {Trivial initialization}
Outer loop
Fy = @; {Empty finalist}
I = w; {Size of the finalist in the first stage}
k = 1; {Tteration index }
ro = y; {Initial residue}
j = 1; {Stage index}
d = 2"; {Stage block length}

O =[d1,...., 04, -, ON—d+1,---,OnN]; {Block di-
————
o] o[L]

vision}

Inner Ioop

Sy = argmax(||@T[i]ry_1||2,I) {Preliminary
test}

Cy = Fi—1 U S {Make candidate list}

F = arg max(|| @Tck’y”z), I) {Final test}

r=y—Op @}y {Compute residue }

if |7|l2/|lr7oll = |l7oll2 < v {Monitoring condi-
tion}

then use = 1;
quit the inner loop;
else if |||z > ||rk—1]|2 then {stage switching}
j = j + 1 {Update the stage index}
I = j x w {Update the size of finalist}
else
F}, = F {Update the finalist}
r, = r {Update the residue}
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Fig.3 The diagram of the BTS-BAMP

k = k + 1 {Update the stage index}
Inner loop end
if |||z < € or h = 1 {Halting condition}
then quit the outer loop;
else
O = Op; {Update observation matrix }
h = h — 1; {Update decomposition level }
Outer loop end

until halting condition true;

Output:

T = @TFy {Prediction of non-zero coefficients}

The outer loop is still a binary tree search process with
block length d = 2" in the corresponding search stage.
In the inner loop, the support adaptive approach and block
backtracking mechanism are added:

(i) The support self-adaptive approach. The main char-
acteristic of this approach is that the size of the support is
inconclusive and varied.

The support size in reconstruction is expanded gradually
by the product of stage j and step size w which have been
set in the initialization.

(i1)) The block backtracking mechanism. The primary

function of block backtracking is the supports correction.
The algorithm firstly selects I block supports in prelim-
inary test and merges this I block supports with other 1
block supports produced in the previous loop. Then, it uses
the method of least squares to choose the best I block
supports from candidate sets (containing 27 blocks sup-
ports) as final supports. In this way, block supports can be
selected and removed at the same time. Note that S}, =
argmax (|| @ [i]rx_1 |2, I) means the preliminary test set
is constructed by I largest indexes of || @ [i]ry_1||2. Dai
et al. pointed out that backtracking mechanism can elimi-
nate the error supports matched in previous iteration, and
quickly pick the correct support into the final list [30].

The step size w is the initial length of Sy and F, and
it will control the size of the block support set with the
stage index j. The setting of w is an open-ended question.
w needs to satisfy 1 < w < K. If w increases, the change
interval of supports between the two adjacent searches will
increase, making the reconstruction more quick but more
prone to inaccurate estimation. Therefore, the setting of w
needs to compromise with speed and accuracy. For our in-
tent, multi-narrowband signal, w = 2 is a more general set
since the spectrum is symmetrical.
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The setting of the decomposition level, the monitoring
condition and the halting condition are similar to the BTS-
MBOMP, so the description will not be repeated here.

4. Performance analysis and simulation

This section will analyse and verify the performance of the
two adaptive algorithms. Firstly, the adaptive reconstruc-
tion capability of the BTS-MBOMP and BTS-BAMP is
shown by four simulations of ideal block sparse signals.
Then, the computational complexity is analysed and com-
pared. Finally, the typical multi-narrowband signals with
noise are chosen to test the practical feasibility and effec-
tiveness of the BTS-MBOMP and BTS-BAMP used in an
AIC architecture.

4.1 Adaptive reconstruction capability

In this section, the ideal block sparse signal is used for

adaptive capacity assessment. The non-zero blocks are ran-
domly distributed in the signal. The block length is divided
into two cases: (i) Uniform block: all blocks have a uni-
form length d = 4; (ii) Non-uniform block: each block is
assigned d = 2,4, 6 randomly, but the number of d = 2 is
the same as d = 6 to ensure the total sparsity level is con-
stant. And the amplitude of each block follows the Gaus-
sian and zero-one model respectively. The signal length
N = 512 and the observation number M = 128. The
block sparsity level is set from 1 to 90. In order to compare
adaptive ability, the SAMP, BOMP and BSAMP are used
to reconstruct the same signal simultaneously. Each algo-
rithm performs 500 reconstructions for each K and each
signal. According to the instructions of parameter setting
in Sections 3.2.1 and 3.2.2, the initialization settings are as
Table 1.

Table 1 Initialization settings 1

Algorithm Block Block sparsity Step Monitoring Decomposition Halting condition
length d level K size w condition level h 5
SAMP — — 4 — _ 10—5
BOMP 4 Given — — — _
BSAMP 4 — 2 _ o 10-5
BTS-MBOMP — — — 10-3 5 10—5
BTS-BAMP — — 2 1073 5 10-°

The signal itself is block sparse, so the orthogonal basis
is a unit matrix. The Gaussian matrix is chosen as the mea-
surement matrix. In this paper, the reconstructed signal Z is
considered to be exactly restored if ||Z — x||2 < 107°. The
particular interest is the block sparsity level at which the re-
covery rate starts to drop below 100%, namely the critical
block sparsity, which, when exceeded, leads to errors in the
reconstruction. The reconstruction results of both cases are
shown in Fig. 4. The z-axis in Fig. 4 denotes the sparsity
level, while the y-axis represents the percentage of exact

100
90
80
70
60
50
40
30
20
10

0

Probability of exact reconstruction

0 10 20 30 40 50 60 70 80
Block sparisty level K
(a) Uniform block with Gaussian model

recovery. First, we can see that all of the block greedy al-
gorithms have better performance than SAMP, proving the
advantages of the block sparsity. On the other hand, the
simulation results reveal an interesting phenomenon: the
performances of BTS-MBOMP and BTS-BAMP are simi-
lar to BOMP and BSAMP respectively in the case of ideal
uniform block. However, in the case of non-uniform block,
both algorithms are superior to BOMP and BSAMP which
need to set a fixed block length or block sparsity level K.

90
80
70
60
50
40
30
20

Probability of exact reconstruction

0 10 20

Block sparisty level K

(b) Uniform block with zero-one model
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(¢) Non-uniform block with Gaussian model
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Block sparisty level K
(d) Non-uniform block with zero-one model

——: BOMP; : SAMP.

Fig. 4 Simulation results of the exact recovery

In Fig. 4(a) and Fig. 4(b), we set the correct prior in-
formation for BOMP and BSAMP, which means that the
two algorithms achieve their optimal reconstruction per-
formance in the simulations. If the prior information is set
incorrectly at initialization or the actual block is complex,
as shown in Fig. 4(c) and Fig. 4(d), the advantages of our
proposed algorithm are performed. Therefore, based on the
above discussion, the simulation results can exactly prove
the adaptive reconstruction capability of the BTS-MBOMP
and the BTS-BAMP.

4.2 Computational complexity

Refering to [30], we use the experimental method to anal-
yse the computational complexity of the proposed two al-
gorithms. Fig. 5 shows the relationship between the block
sparsity level and the average number of iterations of the
two algorithms. To generate the plots of Fig. 5, we set the
number of the sub-sampling (observation) M = 128 while
the signal length N = 512. The signal and initialization
of the two algorithms are the same as Section 4.1. For each
type of the block sparse signal, we select the block sparsity
level K from 1 to 30. And for each K, we select 300 dif-
ferent randomly generated Gaussian observation matrices
and as many as different support sets.

The number of iterations of the BTS-MBOMP can be
easily seen to satisfy O(K) in both types of signals.
Also, for BTS-BAMP, the number of iterations conforms
O(log, K) when w = K but O(K') when w = 1, although
there are some fluctuations in the process of switchover of
binary tree search.

After obtaining the number of iterations required for ex-
act reconstruction, the computational complexity of the
BTS-MBOMP and the BTS-BAMP can be generally es-
timated: it equals the complexity of one iteration mul-

tiplied by the number of iterations. The complexity of
the OMP-type algorithms mainly focuses on the correla-
tion maximization (CM) operation, which requires M N
computations in general [30]. And the cost of comput-
ing the projections by using the modified Gram-Schmidt
(MGS) algorithm is of the order O(K2M) [31]. For the
BTS-MBOMP, because the complexity of the projection is
marginal compared with the CM, the algorithm complex-
ity is therefore always O (M N K). For the BTS-BAMP, by
combining two extreme situations (w = 1 and w = K),
the corresponding total complexity can be limited between
O(M(N+K?)log, K) and O(M (N + K?)K), where the
parameter K is the block sparsity level. When the signal
is block sparse, K is usually much smaller than practical
sparsity level k. Therefore, the computational complexity
is also optimistic and acceptable.

Computational complexit
140 P pexy

—_
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\
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o
(=)

60

Average number of iterations
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Block sparisty level K
—e— : BTS-BAMP (Gaussian/S=1);
—+ - : BTS-BAMP (Zero-one/S=1);
—e— : BTS-MBOMP (Gaussian);
—+ - : BTS-MBOMP (Zero-one);
: BTS-BAMP (Gaussian/S=K);
: BTS-BAMP (Zero-one/S=K).

Fig. 5 Iterations of BTS-MBOMP and BTS-BAMP
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4.3 Receiving multi-narrowband signal on
AIC structure

In the context of engineering practice, we simulate the en-
tire reception and reconstruction process to test the feasi-
bility and effectiveness of our algorithms. The AIC [10],
as a successful practice of the analog signal CS, is used to
obtain compressive samples from the original signal in our
test.

43.1 AIC

The physical implementation of a classic AIC is shown
in Fig. 6, which includes a mixer for pre-demodulation,
a low-pass filter for integral and a low-speed analog-to-
digital converter (ADC).

x(?) xp(f) LPE yim]

. ADC |——
(integral)

Pseudo-random
number generator

Fig. 6 AIC physical implementation structure

First, the analog signal z(t) is demodulated with P, (t),
where P.(t) is a pseudo-random sequence of +1 with fre-
quency greater than the signal’s Nyquist rate. The mathe-
matical expression of P.(t) is given by

n n+1
W 7]

n=01,...,W-—-1 (15)
where ¢, takes £1 with equal probability at rate TW. Se-
cond, the demodulated waveform z,,(¢) passes through the
low-pass filter h(t) to compress information (integration).
Finally, compressive samples y[m] are obtained by a low-
rate ADC with sampling period T'. The sampling rate of
this ADC is much lower than the Nyquist rate. Assuming
that the signal z(t) can be expressed as

b

P.(t)=¢€,, te€ [

N
2(t) = sntn(t) (16)

where ¥ = [1)1(¢),v2(t),...,¥n(t)] is a set of orthogo-
nal bases. The expression of y[m] can be described as

N oo

ylm] = an U (T)pe(T)R(MT — 7)dr. (17

n=1 -
Comparing (17) with CS model (3), the recovery matrix
@ can be written as

O = J'OO U (T)pe(T)R(mMT — 7)dT. (18)
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The random demodulation based AIC is a simple but
ingenious structure which can fully reflect the CS architec-
ture in the analog domain. In this paper, we use a single
branch AIC for signal sub-sampling.

4.3.2 Feasibility and effectiveness

We choose the typical ideal multi-narrowband signal with
noise as the original signal. In order to simulate the un-
known situation of received signals, the original input
is generated with random carrier frequency, bandwidth
and energy coefficient in a controllable range. The signal
model is given by

L
z(t) = Z E; - sinc(B;(t — 7))

cos(2nf;(t — 1;))+n(t) (19)

where the number of sub-bands is set to L. = 4, the time
offsets are set to 7; = [0.7,0.3], the energy coefficients E;
are generated randomly in (0, 10], and the sub-band band-
width B are selected randomly in (0, 2] MHz. The simula-
tion sampling rate is fs = 100 MHz. Also, the Nyquist rate
is fnyq = fs/2 MHz, and the carrier frequency f; is gen-
erated randomly in [max B;, (fnyq/2) — max B;] MHz.
We set the signal length to N = 2 048. Note that n(t) is
white Gaussian noise. The SNR is divided into: (i) Ideal
signals without noise; (ii)) SNR = 30 dB; (iii) SNR =
20 dB; (iv) SNR = 10 dB.

Since our purpose is to receive the multi-narrowband
signal, the frequency domain can be considered to be the
sparse transform domain in CS naturally. Although the
spectrum of x(t) is not strictly sparse, especially with
noise, it can be defined as a compressible signal [32].
Based on the above considerations, we use discrete Fourier
transform (DFT) basis as the sparse basis ¥ in the CS. The
number of sub-sampling M is set from 50 to 900 with the
interval of 10.

In the reconstructed part, we recover the signals from
y[m] respectively by five algorithms: the SAMP, the
BOMP, the BSAMP, the BTS-MBOMP and the BTS-
BAMP. In addition to the BOMP, the rest of the algorithms
are all adaptive algorithms (BOMP is proved ineffective
with unknown and irregular blocks in Section 4.1, there-
fore, we only use it in the ideal signal for comparison).
Each algorithm performs 500 Monte Carlo simulations for
each M and SNR.

The initialization settings are shown in Table 2, where
‘—’ means that this parameter is not required, and the
block sparsity level of the BOMP need be measured after
signals are generated. The simulation results can be seen
in Fig. 7.
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Table 2 Initialization settings 2
Algorithm Block Block sparsity Step size Moni.tf)ring Decomposition Hal.t%ng
length d level K w condition y level A condition
SAMP — — 10 — — 10-°
BOMP 10 Measuring — — —

BSAMP 10 — 2 — — 1075

BTS-MBOMP — — — 10-3 8 10—°

BTS-BAMP — — 2 10-3 8 10-°
Under the ideal scene, as shown in Fig. 7(a), the recon- 100
90

struction probability of two proposed algorithms is grad-
ually better than others with the increase of M. Consis-
tent with the theoretical expectations, the BTS-BAMP has
more excellent accuracy than the BTS-MBOMP due to
the support self-adaptive approach and block backtracking
mechanism. For the BOMP, its probability curve has obvi-
ous fluctuation. This phenomenon is caused by the fact that
the observation matrix cannot be segmented by the fixed
block length appropriately. For example, d = 10 while
M = 305. The part which cannot be completely divided
needs to reconstruct a completed block with several mea-
surements in previous block.

b
%
I
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(a) Ideal reconstruction without noise
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(d) Reconstruction in SNR=10 dB

—o—: BTS-BAMP; ——: BTS-MBOMP;
: SAMP.

—— :BSAMP;
Fig.7 Simulation results of reconstruction probability

The same operation on the observation matrix increases
the block correlation, thus reducing the probability of exact
reconstruction. The BSAMP, which is also limited by the
fixed block length, is also affected by this unstable factor.
In this sense, we can see the binary tree search and mon-
itoring mechanism can effectively improve stability and
adaptability.

When in the noise environment, the advantages of
the proposed algorithm become more obvious. Fig. 7(b)—
Fig. 7(d) show the good ability of the BTS-MBOMP and
the BTS-BAMP to handle complex block sparse situations.
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Also, benefit from the supports self-adaptive approach and
the backtracking mechanism, the BTS-BAMP is more tol-
erant to the noise than BTS-MBOMP at low sub-sampling
rates.

4.3.3 Optimum reconstruction characteristic

We record the simulation time to approximate the trends
of practical calculation between different algorithms. The
Intel Core 13-3220 CPU and 8G RAM are used to run the
Matlab R2015b.

As shown in Fig. 8, it is interesting to note that the re-
constructed time of the BTS-MBOMP and the BTS-BAMP
have a common tendency. These curves first rise rapidly,
then drop to the local minimum, and rise linearly again.
Also, the local minimum point of the two algorithms cor-
responds to 100% reconstruction probability exactly. This
is caused by the monitoring condition of information ac-
cumulation process. According to this feature, we consider
M which corresponds to the local minimum reconstruction
time as the optimal sub-sampling number. The correspond-
ing sampling rate is called the optimal reconstruction sub-
sampling rate. When the AIC operates at this sub-sampling
rate, the proposed algorithms have reliable performance
with highest reconstruction efficiency. The optimal recon-
struction states of these two algorithms are only related to
the bandwidth range, energy range, and the possible fre-
quency range of narrowband signals. If it is possible to es-
timate the above three parameters before receiving the sig-
nal or we simply receive signals within a certain range, the
appropriate sub-sampling rate of the CS radar reconnais-
sance receiver can be set by the optimum reconstruction
characteristic.

Reconstruction time

Time/s
W

i

0 100 200 300 400 500 600 700 800 900
Sub-sampling number M

—e—: BTS-BAMP; ——:BTS-MBOMP; —=—:BSAMP;

—=—: BOMP; : SAMP.

0

Fig. 8 Simulation results of reconstruction time

5. Conclusions

Combining the concept of the block sparsity, the block sup-
ports self-adaption methods, the binary tree search, and
the monitoring mechanism, we propose two adaptive al-
gorithms, named the BTS-MBOMP and the BTS-BAMP
for receiving multi-narrowband signals on the CS archi-
tecture radar reconnaissance receiver. The two proposed
algorithms can perform high probability adaptive recon-
struction of unknown signals. Their practical refactoring
performance can approximate or be better than the optimal
case of the BOMP and the BSAMP. Although the proposed
algorithms use more calculations in exchange for accuracy,
the computational complexity still has the advantage when
the signal has block sparse structures. Finally, the feasibili-
ty and effectiveness of the algorithms applied to the AIC
are confirmed, while an optimum reconstruction charac-
teristic is found to facilitate efficient reception in practical
applications.
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