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Abstract: An antenna adjustment strategy is developed for the
target tracking problem in the collocated multiple-input multiple-
output (MIMO) radar. The basic technique of this strategy is to
optimally allocate antennas by the prior information in the tracking
recursive period, with the objective of enhancing the worst-case
estimate precision of multiple targets. On account of the posterior
Cramer-Rao lower bound (PCRLB) offering a quantitative measure
for target tracking accuracy, the PCRLB of joint direction-of-arrival
(DOA) and Doppler is derived and utilized as the optimization cri-
terion. It is shown that the dynamic antenna selection problem is
NP-hard, and an efficient technique which combines convex relax-
ation with local search is put forward as the solution. Simulation
results demonstrate the outperformance of the proposed strategy
to the fixed antenna configuration and heuristic search algorithm.
Moreover, it is able to offer close-to performance of the exhaustive
search method.
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1. Introduction

1.1 Background and motivation

The collocated multiple-input multiple-output (MIMO)
radar has attracted much attention in the recent years [1 –
4]. Such a system shows significant advantages, such as
virtual aperture extension, path diversity [1], and higher
probability of detection [2], over traditional phased ar-
ray radars. The research scope varies from target detec-
tion [5,6], target localization [7 – 10], and target track-
ing [11,12]. However, in practice, the resources in the
radar system are usually limited. Consequently, it genera-
tes much interest among researchers to investigate the
resource-aware design in the collocated MIMO radar.
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In [7 – 12], the Cramer-Rao lower bound (CRLB),
which provides a tight lower bound for any unbiased es-
timator, is derived as an evaluation tool. In [7], the CRLB
of the direction-of-arrival (DOA) estimate was firstly stu-
died, and the object is the single static target. However,
when multiple targets fall into the same resolution cell, the
CRLB will be affected accordingly. Thus, Li et al. [8] pro-
posed an alternative form of CRLB, where multiple targets
occupying the same resolution cell is considered. Corji et
al. [9,10] further analyzed the influence of the time de-
lay, and put forward the CRLB of joint range and DOA.
The CRLB associated with the DOA estimate was also in-
vestigated in the bistatic MIMO radar in [13]. However,
the study in [7 – 10] and [13] is based on the single pulse,
while the situation of pulse train is not discussed. For tar-
get tracking, Yan et al. [11,12] derived the posterior CRLB
(PCRLB) [14] of range, velocity and angle, and the trace
of PCRLB is chosen as the criterion for the power alloca-
tion. However, the precondition of multiple targets being
well separated and one beam tracking one target should be
highlighted [15]. When there are overlaps among multiple
beams, which is more often faced in applications, a new
system model should be explored.

Antenna configuration plays an important role in the
resource-aware design of sensor systems. Bishop et al. [16]
respectively identified the optimal relative sensor-target
geometries by using the CRLB of target localization on
bearing-only, range-only, and time-of-arrival-based as the
criterion. In the scenario of target tracking, Tharmarasa
et al. [17,18] utilized the PCRLB to find optimal subsets
of large-scale sensors, where the number of targets in the
surveillance region being fixed and known as well as time
varying and unknown are separately studied. The CRLB
was also employed in [19 – 23] to guideline the antenna al-
location in the widely separated MIMO radar. By dynami-
cally choosing the subsets of antennas, the target state es-
timate accuracy is evidently enhanced. However, the work
on the antenna allocation in collocated MIMO radar is far
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limited. When such a system is operated over a long period,
the cost of operation becomes significant [20]. Particu-
larly, in the hostile environment, to meet the requirement
of low-probability of interception, the number of antennas
to be activated is finite. Furthermore, it has been shown in
[9,10] that, in collocated MIMO radar, the CRLB of locali-
zation is the function of antenna placement. Therefore, it
is an interesting topic of optimally selecting the antennas
in a novel scenario of target tracking. While Gorji et al. [9]
has investigated the antenna placement for the collocated
MIMO radar, the following points should be emphasized.

(i) The scenario is for the static target localization, but
not applicable for tracking moving targets. The time de-
lay and DOA are the focus in the former case, while the
Doppler shift and DOA are the concern in the latter case.

(ii) An antenna placement model was established in [9].
However, in the application, the antenna locations can-
not be timely tuned in a designed collocated MIMO radar.
Therefore, the optimization model of antenna selection is
more practical.

(iii) As mentioned before, reference [9] pays attention
to the receiving signal containing the single pulse, but the
situation of the pulse train is neglected.

1.2 Methodology

For the target tracking, the cognition technique [24] es-
tablishes a feedback framework from the transmitter to
the receiver, so that perceives the change of environment
and then adapts the working parameters. Therefore, it
is exploited in various resource management issues for
the MIMO radar [11,12,25– 27]. In the collocated MIMO
radar, Yan et al. [11,12] put forward an efficient power al-
location strategy in the simultaneous multi-beam working
mode by exploiting the target prior information. The wave-
form adaption was further considered in [25]. In the dis-
tributed MIMO radar, Chavali et al. [26] proposed a greedy
search based algorithm for the joint sensor and power allo-
cation according to the target state and channel state. Gar-
cia et al. [27] investigated the joint power and bandwidth
allocation for multi-target localization.

1.3 Main contributions

As such, this paper concerns the antenna allocation prob-
lem in the multi-target tracking by collocated MIMO radar,
where the joint DOA and Doppler shift estimate model is
established in the situation of transmitting coherent pulse
train, and a dynamic antenna selection scheme is proposed.
The main contributions are as follows:

(i) The PCRLB of Doppler shift and DOA is derived
with transmitting coherent pulse train. In comparison with
the case of single pulse, the accumulation of multiple

pulses should be considered in such condition. There-
fore, two representative situations of target radar cross
section (RCS), i.e., Swerling I model and Swerling II
model, which affect the accumulation, are discussed. To
describe the overall tracking precison, the optimization
model is formulated by regarding the finite active anten-
nas to achieve the minimum of PCRLB in the worst case
among multiple targets.

(ii) An efficient method is put forward for the solution to
both cases. In the combinatorial optimization framework,
the subset selection issue is NP-hard [28]. While the ex-
haustive search [28] or heuristic search [19,20,22] is trans-
ferable, either the computationally complex or only local-
optima in performance is beyond satisfactory. To solve this
problem in an efficient manner, we first relax the original
model and reformulate it as a convex one [15,29]. Then,
a local search around the solution to the convex model is
adopted for a higher precision.

(iii) A closed loop feedback scheme for antenna con-
figuration is established. The square-root cubature Kalman
filter (SCKF) [30] is used to tackle the nonlinear transform
and to acquire an accurate target state estimate. After get-
ting the tracking information from current time epoch, the
PCRLB is predicted and used as the guideline of antenna
adjustment for the next time epoch. Thereby, the MIMO
radar can adaptively tune the antenna configuration to re-
spond to the change of the target state, and a closed loop
tracking system is developed.

(iv) The simulation results demonstrate the outperfor-
mance of the proposed strategy than the fixed antenna con-
figuration and heuristic search algorithm [20]. Moreover, it
provides close-to optimal performance while being enough
efficient.

The rest of this article is as follows. Section 2 depicts the
system models. In Section 3, the predicted PCRLB related
to antenna adjustment is derived. In Section 4, the opti-
mization problem is established and an efficient algorithm
is put forward for the solution. Section 5 presents the simu-
lation results and analysis. The conclusions of this paper is
given in Section 6.

2. System model

We first establish the target tracking model in the col-
located MIMO radar, which can provide a basis for the
derivation of predicted PCRLB.

2.1 Signal model

Consider a narrowband collocated MIMO radar, whose
center is located at the original point (0,0). The loca-
tion of the mth transmit array is denoted as (xtm, ytm),
and the nth receive array is denoted as (xrn, yrn), where



ZHANG Haowei et al.: Antenna selection in MIMO radar with collocated antennas 1121

m = 1, 2, . . . , M and n = 1, 2, . . . , N . Each array trans-
mits orthogonal and coherent pulse train signals. The pulse
width is tc, and it is small enough so that the target RCS
remains to be constant in once pulse duration. The signal
transmitted by the mth transmit array is denoted as sm(t),
the pulse repetition period is denoted as Tp, and the carrier
wavelength is denoted as λ. The number of transmit pulse
train in once measurement is denoted as L. Therefore, in
the kth sample interval, the lth pulse in sm(t) is

sk,m,l(t) = sk,m(t′ + (l − 1)Tp), 0 � t′ � tc (1)

where t and t′ are the fast time and the slow time, respec-
tively. There are Q targets moving on the x-y plane. By
the time delay compensation, the lth pulse in the received
signal from the qth target is expressed [9,13] as

sq
rk,l(t) = αq

k,lar(θ
q
k)aT

t (θq
k)sk,l(t)e−j2πfq

dkt + nk,l(t)

(2)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[ar(θ

q
k)]n = exp

[
−j

2π
λ

(cos(θq
k)xrn + sin(θq

k)yrn)
]

[at(θ
q
k)]m = exp

[
−j

2π
λ

(cos(θq
k)xtm + sin(θq

k)ytm)
]

[sk,l(t)]m = sk,m,l(t)
(3)

where αq
k,l is the target RCS. f q

dk is the Doppler fre-
quency shift. [·]i denotes the ith element in the vector.
ar(θ

q
k) and at(θ

q
k) are the receive steering vector and the

transmit steering vector respectively. θq
k is the target an-

gle. sk,l(t) is the transmit signal vector. ar(θk) ∈ C
N×1,

at(θk) ∈ CM×1 and sk,l(t) ∈ CM×1. nk,l(t) is the zero
mean Gaussian noise.

Substituting (2) into the slow time, and via the coherent
process [9], we have

rq
k,l = αq

k,le
−j2πfdk(l−1)Tpvec(ar(θ

q
k)aT

t (θq
k)) + vk,l =

αq
k,le

−j2πfdk(l−1)TP gq
k + vk,l (4)

where vec(·) denotes the vectorizing operation to the ma-
trix. vk,l ∼ N (0, σ2

vIMN ), i.e., the complex Gaussian vec-
tor with zero mean and covariance of σ2

vIMN . IMN is the
MN × MN identity matrix. gq

k is expressed as

gq
k = exp

[
j
2π
λ

(Bt ⊗ 11×N−

11×M ⊗ Br)T[cos θq
k, sin θq

k]T
]

(5){
Bt = [bt1, bt2, . . . , btM ], btm = [xtm, ycm]T

Br = [br1, br2, . . . , brN ], brn = [xrn, yrn]T
(6)

where ⊗ denotes the Kronecker product. 1N×1 denotes the
N×1 vector with all entries being equal to one. btm is the

location of the mth transmit array, and brn is the location
of the nth receive array.

2.2 Target dynamics

Assume that the target motion model can be described by
the constant acceleration (CA) model [31]:

xq
k+1 = Fxq

k + wq
k (7)

where xq
k = [xq

k, ẋq
k, ẍq

k, yq
k, ẏq

k, ÿq
k]T. F is the transition

matrix with

F = I2 ⊗
⎡⎣ 1 Ts T 2

s /2
0 1 Ts

0 0 1

⎤⎦ (8)

where Ts is the sample interval, and the process noise
wq

k ∼ N (0, Qq). In addition, we have (9) with the co-
variance of the process noise:

Qq = κqI2 ⊗
⎡⎣T 5

s /20 T 4
s /8 T 3

s /6
T 4

s /8 T 3
s /3 T 2

s /2
T 3

s /6 T 2
s /2 Ts

⎤⎦ (9)

where κq is the process noise intensity [15].

2.3 Measurement model

From the receive signal described in (4), some target infor-
mation can be extracted:

zq
k = h(xq

k) + ηq
k. (10)

Here, we focus on the Doppler shift and angle. As such,
h(·) is the nonlinear transform with respect to{

ṙq
k = (xq

kẋq
k + yq

kẏq
k)/
√

(xq
k)2 + (yq

k)2

θq
k = arctan(yq

k/xq
k)

. (11)

Without loss of generality, we assume that the covariance
matrix of ηq

k is Rq
k, and Rq

k is given by the CRLB matrix,
which will be shown in the next section.

3. PCRLB of joint velocity and DOA

Before the antenna adaption, an optimization criterion
should be taken into account. Especially in target tracking,
such as a recursive cycle, the criterion should be predictive
and not be influenced by the adopted filtering algorithm.
Therefore, the PCRLB is chosen to perform this function.

For the target measurement model depicted in Section 2,
(12) are obtainable when we assume that f(rq

k) is the un-
biased estimate [14] for xq

k.

Exq
k,rq

k
[(f(rq

k) − xq
k)(f(rq

k) − xq
k)T] � J−1(xq

k) (12)

where Exq
k,rq

k
denotes the expectation operator. J(xq

k) is
the Bayesian fisher information matrix (BIM) about the
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target state. For simplicity, we just give the final expres-
sion of J(xq

k), and more details can be referred to [11] and
[14]:

J(xq
k) = Jp(x

q
k) + JD(xq

k) (13)

where JP (xq
k) and JD(xq

k) are the Fisher information ma-
trices of the prior information and the data, respectively
[12,15]:

JP (xq
k) = [Qq + FJ−1(xq

k−1)F
T]−1 (14)

JD(xq
k) = Exi [(H

q
k)T(Rq

k)−1Hq
k ] (15)

where Hq
k is the Jacobian matrix of the measurement func-

tion h(·) with respect to the target state xq
k. The closed

form R−1
k is derived as follows, where the target RCS

complying with Swering I model and Swerling II model
are both discussed.

We note that throughout the derivation, the target index
q is always omitted unless doing so will cause confusion.

On the condition of Swerling I and Swerling II models,
the target’s reflectivity α follows

α =
√

ΣejΩ (16)

where Ω follows the even distribution, and the probability
density function (PDF) of Σ is

p(Σ) =
1
σ

e−Σ/σ, Σ � 0 (17)

where σ is the mean reflectivity. In Swerling I model, α

remains constant during one pulse train. By contrast, in
Swerling II model, α changes from pulse to pulse, and each
α is individual.

On the condition of Swerling I model, we have

αk,l = αk. (18)

Combining (4), (10) and (18), the measurement matrix in
time epoch k can be rewritten as

rk = αkGkcIk + vk (19)

where
Gk = diag{gk, gk, . . . , gk}L (20)

cIk = [1, e−j2πfdkTp , . . . , e−j2πfdk(L−1)Tp ]T (21)

where diag{·}L denotes that there are L diagonal elements
in the matrix.

From (19), we have

p(rk|ξk) =

1
πMNLσ2MNL

v

exp
[
−‖rk − αkGkcIk‖2

σ2
v

]
(22)

where ξk = [ṙk, θk]T. We introduce an intermediate vari-
able μIk = αkGkcIk, then, the [p q]th element in R−1

k

is

(R−1
Ik )pq =

2
σ2

v

Re
(

∂μH
Ik

∂(ξk)p

∂μIk

∂(ξT
k )q

)
. (23)

When p = 2 and q = 2, we have

(R−1
Ik )22 =

2
σ2

v

Re(
∂μH

Ik

∂θk

∂μIk

∂θk
) =

2|αk|2
σ2

v

Re
(

cH
Ik

∂GH
k

∂θk

∂Gk

∂θk
cIk

)
. (24)

The calculation on ∂GH
k /∂θk is equivalent to ∂gH

k /∂θk,
and the latter item is easily obtained as

∂gH
k

∂θk

∂gk

∂θk
=
(

2π
λ

)2
(

M∑
m=1

N∑
n=1

[sin θk,− cos θk]·

Δbmn(Δbmn)T[sin θk,− cos θk]T
)

(25)

where
Δbmn = btm − brn. (26)

Therefore, (24) is rewritten as

(R−1
Ik )22=

2|αk|2L
σ2

v

(
2π
λ

)2
(

M∑
m=1

N∑
n=1

[sin θk,− cos θk]·

Δbmn(Δbmn)T[sin θk,− cos θk]T
)

. (27)

Meanwhile, we have

(R−1
Ik )11 =

32|αk|2π2T 2
p MN

σ2
vλ2

(L − 1)L(2L − 1)
6

. (28)

In Swering II model, we have (29) by combining (4) and
(10)

rk = GkCIIkαk + vk (29)

where

CIIk = diag{1, e−j2πfdkTp , . . . , e−j2πfdk(L−1)Tp} (30)

αk = [α1, α2, . . . , αL]T. (31)

When regarding α as a determining variable,

p(rk|ξk) =

1
πMNLσ2MNL

v

exp
[
−‖rk − GkCIIkαk‖2

σ2
v

]
. (32)

Then, the [p q]th element in R−1
k is as follows after intro-

ducing μIIk = GkCIIkαk:

(R−1
IIk)pq =

2
σ2

v

Re
(

∂μH
IIk

∂(ξk)p

∂μIIk

∂(ξT
k )q

)
. (33)



ZHANG Haowei et al.: Antenna selection in MIMO radar with collocated antennas 1123

When p = 2 and q = 2, we have

(R−1
IIk)22 =

2
σ2

v

(
L∑

l=1

α∗
l αl

)(
2π
λ

)2

·

(
M∑

m=1

N∑
n=1

[cos θk,− sin θk]·

Δbmn(Δbmn)T[cos θk,− sin θk]T
)

. (34)

Similar with (27), the analytic expression of (34) shows
that the antenna configuration influences the estimation
performance.

Additionally, we have

(R−1
IIk)11 =

32MNπ2T 2
p

σ2
vλ2

(
L∑

l=1

α∗
l αl(l − 1)2

)
. (35)

Finally, we will have the BIM expression:

J(xq
k) = (Qq + FJ−1(xq

k−1)F
T)−1+

Exq
k
[(Hq

k)T(Rq
k)−1Hq

k ]. (36)

From the derivation above, we can see that the trans-
mit and receive antenna configurations have an impact on
(Rq

k)−1, and thus on J(xq
k). It naturally leads to optimiz-

ing J(xq
k) by the change of antenna selection dynamically.

However, the main problem in the application of (36) is
that, the expectation operator in the BIM will be evalu-
ated by the Monte Carlo techniques [12]. That means, to
achieve the CRLB, we must implement a large number of
Monte Carlo simulations, which will consume too much
time. To satisfy the real-time demand of radar system, we
use Ĥq

k and R̂q
k to approximate Hq

k and Rq
k respectively,

where Ĥq
k and R̂q

k are the Jacobian matrix and measure-
ment covariance matrix evaluated around xk|k−1. xk|k−1

denotes the prediction state vector in the case of zero pro-
cess noise [32]. Therefore, (36) is rewritten as

J(xq
k) = (Qq + FJ−1(xq

k−1)F
T)−1+

(Ĥq
k)T(R̂q

k)−1Ĥq
k . (37)

4. Dynamic antenna configuration

The afore section shows that the target tracking perfor-
mance is related to the antenna configuration in the collo-
cated MIMO radar. For higher tracking precision, the dy-
namic antenna selection will be taken into account. The
cognition idea can perceive the environment change by
the closed loop feedback scheme from the transmitter to
the receiver, and its superiority has been shown in many

MIMO radar resource management problems [11,12,25–
27]. Therefore, a closed loop antenna selection strategy
is put forward in this section. The core of this stra-
tegy is to approximate the PCRLB by using the tracking
information and then guide the antenna adjustment.

4.1 Objective function

To describe the sensor selection problem, we define the se-
lection vector for transmit arrays and receive arrays at the
kth interval: {

tk
s = [tks1, tks2, . . . , tksM ]

rk
s = [rk

s1, r
k
s2, . . . , r

k
sN ]

(38)

where tksm ∈ {0, 1} and rk
sn ∈ {0, 1}. Then, to describe

the tracking performance of multiple targets, we choose
the worst case of PCRLB as the cost function:

F(tk
s , rk

s ) = max
q

√
tr(J−1(xq

k, tk
s , rk

s )) (39)

where tr(·) denotes the trace operation. However, a prob-
lem in (39) is that the position, velocity and acceleration
have heterogenous units, resulting in the trace operation
possessing no meanings. Additionally, since the Doppler
shift and DOA are our focus, the PCRLB in terms of ve-
locity is extracted as the cost function. Though only the
velocity estimate is used, the acceleration will feed into
this by dynamics. Therefore, in the future, we will use (39)
to represent the trace of PCRLB with respect to velocity.

There are many constraints in the antenna selection
problem. First, to meet the anti-interception requirement,
the active antennas are bounded:

M∑
m=1

tksm +
N∑

n=1

rk
sn = G (40)

where G denotes the number of active antennas. Then, at
least one transmit array and one receive array must be ac-
tivated to keep the system being valid:

M∑
m=1

tksm � 1,

N∑
n=1

rk
sn � 1. (41)

As such, we formulate the optimization model as

min F(tk
s , rk

s )

s.t.
M∑

m=1

tksm +
N∑

n=1

rk
sn = G

M∑
m=1

tksm � 1,

N∑
n=1

rk
sn � 1

tksm ∈ {0, 1}, rk
sn ∈ {0, 1}. (42)
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Considering the binary constraint in (42), the optimiza-
tion model is known as NP-hard [28]. It can be solved via
the examination of all combinations of transmitters and
receivers. However, such computational burden is consi-
derable. In what follows, an algorithm that integrates con-
vex relaxation with local search is proposed as the solu-
tion strategy, which has lower computational complexity
but comparable performance.

4.2 Solution strategy integrated convex relaxation
with local search

We apply the convex relaxation to binary variables via li-
near programming and reformulate the optimization model
as

min F(tk
s , rk

s )

s.t.
M∑

m=1

tksm +
N∑

n=1

rk
sn = G

M∑
m=1

tksm � 1,
N∑

n=1

rk
sn � 1

0 � tksm � 1, 0 � rk
sn � 1. (43)

The relaxed optimization problem is convex, whose proof
is given as follows.

Proof (43) is convex.
First, the constraints in (43) are linear and convex. Then,

the objective function is

F(tk
s , rk

s ) = max
q

√
tr(J−1(xq

k, tk
s , rk

s )). (44)

Let Bq(tk
s , rk

s ) =
√

tr(J−1(xq
k, tk

s , rk
s )), the objective

function is reformulated as

F(tk
s , rk

s ) = max
q

√
Bq(tk

s , rk
s ). (45)

On the basis of (13) and the derivation of Rq
k, we can

rewrite Bq(tk
s , rk

s ) as

Bq(tk
s , rk

s ) =

tr
[(

JP +
M∑

m=1

N∑
n=1

tsmrsnJm,n
D (xq

k)
)−1]

(46)

where

Jm,n
D (xq

k) = Exq
k
[(Hq

k)Tdiag{(Rq
k)−1

11 , (Rq
k)−1

22 }Hq
k]

(47)

and diag{·} denotes the 2 × 2 diagonal matrix.
In Swerling I model, we have

(Rq
k)−1

11 = (Rq
Ik)−1

11 =
32|αq

k|2π2T 2
p

σ2
vλ2

(L − 1)L(2L − 1)
6

(48)

(Rq
k)−1

22 = (Rq
Ik)−1

22 =
2|αk|2L

σ2
v

(
2π
λ

)2

·

([sin θk,− cos θk]Δbmn(Δbmn)T[sin θk,− cos θk]T).

(49)

In Swerling II model,

(Rq
k)−1

11 = (Rq
IIk)−1

11 =

32π2T 2
p

σ2
vλ2

(
L∑

l=1

(αq
k,l)

∗αq
k,l(l − 1)2

)
(50)

(Rq
k)−1

22 = (Rq
IIk)−1

22 =
2
σ2

v

(
L∑

l=1

α∗
l αl

)(
2π
λ

)2

·

([cos θk,− sin θk]Δbmn(Δbmn)T[cos θk,− sin θk]T).

(51)

According to [33], we know that tr(X−1) is convex
on the condition of X ∈ S++, where S++ is the
set of symmetric positive definite matrices [12,15]. It is

easy for us to prove that JP +
M∑

m=1

N∑
n=1

tsmrsnJm,n
D (xq

k)

is a symmetric positive definite matrix on the condi-
tion that the initial J(xq

1) ∈ S++. Thus, Bq(tk
s , rk

s )
falls into the category of tr(X−1) with an affine trans-
formation upon tsm and rsn, and Bq(tk

s , rk
s ) is con-

vex. The corresponding pointwise maximum F(tk
s , rk

s )
of B1(tk

s , rk
s ), B2(tk

s , rk
s ), . . . , Bq(tk

s , rk
s ) is also convex.

Then, we know that the relaxed optimization problem in
(43) is a convex problem, which completes the proof. �

Therefore, (43) can be easily solved by standard convex
optimization methods, e.g., interior point method [33]. It is
noticeable that, the relaxed model does not equal the ori-
ginal one. That is because the solution of the relaxed prob-
lem may be fractional. However, owing to the feasible sets
of the original model being contained in the feasible sets
of the relaxed model, the optimal solution of the later one
will not be bigger than the original one [29]. On the basis
of these conditions, we then process the original problem
as follows.

When the optimal sets of (43) are all integers, e.g., 0
and 1, the optimal solutions are straightforward. When the
optimal sets of (43) are fractional, we then apply a local
search algorithm based on the optimal sets to gain higher
precision.

The pseudo-code of the proposed algorithm is shown in
Table 1. Firstly, we use the convex relaxation algorithm to
generate high-quality initialized solutions. The mechanism
of this algorithm is to select the most promising antennas
as active ones which satisfy the constraints in (42). Then,
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we apply a local search to obtain solutions with higher pre-
cision. However, the efficiency of local search is mainly af-
fected by the neighbor structure. Herein, we just tune one
active antenna in the neighbor set from the current solution.
The details can be depicted as follows.

Assume that the current active antenna set is Scur =
{Scur(1), Scur(2), . . . , Scur(G)}, where Scur(g) indi-
cates the position of each active antenna with g =
1, 2, . . . , G. Thus, all the neighbors of the current set
is Si

nei = {Si
nei(1), Si

nei(2), . . . , Si
nei(G)}, where i =

1, 2, . . . , (M + N − G) × G. Since the solutions to the
relaxed optimization problem in (43) indicate the promis-
ing degree of antennas to be activated, the local search will
sequentially replace the antenna with the lowest order in
Scur by the highest order in Si

nei. This search scheme in
one cycle will not stop until the objective function in (42)
decreases. The local search will stop when all the active
antennas in the initialized solution have been examined.

The following two remarks are appended in the applica-
tion of the proposed method.

Remark 1 More antennas can be changed in the neigh-
bor sets for better solution precision, however, it also leads
to heavier computational burden. For example, when there
are two antennas being changed, the number of neighbor
sets is C2

M+N−G × C2
G.

Remark 2 The sequential search in one cycle can stop
via another criterion, i.e., the objective function in (42) no
longer decreases. That means we must enumerate all the
remaining antennas in one cycle of local search, which also
results in more computational complexity.

The pseudo-code of the convex relaxation based method
is as follows:

Convex relaxation algorithm
(i) Initialization. tk

0 = 0, rk
0 = 0

(ii) Acquire the solution tk
s and rk

s of the relaxed opti-
mization problem (43) by convex optimization tools

(iii) Find m = argmax{tk
s}

(iv) Update tk
s(m) = 0, tk

0(m) = 1
(v) Find n = argmax{rk

s}
(vi) Update rk

s (n) = 0, rk
0 (n) = 1

(vii) Construct vectors s = [tk
s , rk

s ] and s0 = [tk
0 , rk

0 ]
(viii) Sort s, choose the largest G− 2 elements in s, set

the corresponding positions in s0 as 1, and obtain the order
index ind

(ix) Output the tk
0 and rk

0 as the initialized solutions for
the local search algorithm

Local search algorithm
(i) Calculate the objective function objcur in terms of the

initialized solutions, define the temporary objective func-
tion by using the temporary antenna set as objtemp, and set
ite = 0

(ii) for i = 1 : G − 2
s0(ind(G − 1 − i)) = 0
for j = 1 : M + N − G

s0(ind(G − 2 + j)) = 1
calculate objtemp by temporary antenna set s0

if objtemp < objcur

objcur = objtemp, change active antenna sets
as s0

break
end if

end for
end for

(iii) Apply (ii) to replace s0(m) and s0(n) respectively,
and obtain better active antenna sets

4.3 Computational complexity analysis

The computational complexity of the proposed algorithm
is estimated in this subsection. The above two algorithms
in Section 4.2 shows that the relaxed problem plays a more
important role in the computation cost, and the local search
algorithm just serves as a supplement. When a standard
convex optimization method is applied, e.g., interior point
method [33], it requires at most O(

√
MNQ) iterations to

achieve a given solution accuracy. The amount of work in
each iteration is O((MNQ)3). By contrast, the exhaustive
search [34] and heuristic search [19,20] need O(2M+NQ)
and O(KMN(M +N)Q) iterations. Considering the ma-
trix inverse operation in each iteration, whose computa-
tional complexity is O((MNQ)3) [35], the summary of
computational complexity is given in Table 1.

Table 1 Computational complexity comparison

Algorithm Computational complexity
Exhaustive search [34] O(2M+N (MN)3Q4)

Heuristic search [20] O(K(M + N)(MNQ)4)

Proposed algorithm O((MNQ)35)

It can be seen that the proposed algorithm offers a fast
solution strategy to adapt the system configuration to the
environment. Especially in the collocated MIMO radar
with large-scale arrays, significant computational savings
are available.

4.4 Closed loop feedback system for target tracking

Due to the numerical stability and high precision [36,37],
the SCKF is used for the nonlinear estimation. After ac-
quiring the tracking result from the current time epoch, the
PCRLB is predicted to guide the optimal antenna subset
selection at next time epoch. The procedure is summarized
as follows:

Step 1 Obtain the target state and the state estimate er-
ror covariance matrix of each target at current time epoch.

Step 2 Predict the PCRLB at next time epoch, and call
the proposed strategy to adjust antenna selection.
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Step 3 The tracking results by the antenna adjustment
are sent to guide the antenna configuration at next time
epoch, rendering a closed loop feedback system.

5. Simulations and results

In this section, some target tracking results are given to
illustrate the effectiveness of the proposed algorithm. All
the simulations are run on a single Inter (R) Core (TM)
i7-4790 CPU (3.6 GHz) processor with 8 GB memory,
Windows 7 OS. A collocated MIMO radar with uniformly
distributed antennas with 1 m space in a 2 m × 2 m re-
gion (M = N = 25), is chosen for analysis. Each MIMO
radar array can both transmit and receive signals. The car-
rier wavelength is λ = 0.3 m, and the number of antennas
to be selected is G = 20. A sequence of 30 frames with
sample intervals Ts = 5 s is used in the entire simulation.
There are Q = 3 targets moving in the radar’s surveillance
region. The geometric relationship between the targets and
the collocated MIMO radar is shown in Fig. 1.

Fig. 1 Geometric relationship between targets and MIMO radar

The target initial states are shown in Table 2, and all
the targets move in the CA model. The target reflectivity
is αq

k,l = 1, for q = 1, 2, 3, k = 1, 2, . . . , 30, in Swer-
ling I model, and the mean reflectivity of targets is 1 in
Swerling II model. The signal-to-noise ratio (SNR) is set
as – 30 dB at the distance of 500 km. The benchmark for
comparison is the fixed antenna configuration (fixed con-
figuration), where the first 10 antennas are selected for
transmitting signals (within x axis from – 2 m to – 1 m)
and the last 10 antennas are chosen for receiving signals
(within x axis from 1 m to 2 m). The solutions yielded
by the optimization model (42), which are carried out by
the exhaustive search method [34] (exhaustive search) and
heuristic search method (heuristic search) [20], are also

presented for comparison. The criterions for performance
are the PCRLB and the tracking root mean square error
(RMSE) in terms of velocity:

RMSEk = max
q

1
Nsim

Nsin∑
j=1

√
(ẋq

k − ̂̇xq

k)2 + (ẏq
k − ̂̇yq

k)2

(52)
where Nsim is the total number of Monte Carlo trials,
(̂̇xq

k, ̂̇yq

k) denotes the velocity estimate for the qth target in
the jth Monte Carlo trail [15].

Table 2 Target initial states

Index 1 2 3
Position/km (412.975,2.95) (162.975,188.2) (12.68,111.79)

Velocity/(m/s) ( – 590,10) ( – 590, – 40) ( – 591, – 594)
Acceleration/(m/s2 ) ( – 2,0) ( – 2,0) ( – 2, – 2)

5.1 Swerling I model

In this case, the target reflectivity follows with Swerling I
model. To maintain the PCRLB of velocity and DOA on
the same order of magnitude, we assume the number of
pulses in once illumination is L = 300 and pulse repetition
period Tp = 0.01 s. The representative selection results are
shown in Fig. 2, and the comparison of performance, aver-
aged by 100 Monte Carlo trails, is shown in Fig. 3.
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Fig. 2 Representative array selection results for Swerling I model

Fig. 3 Performance comparison in terms of the worst case of
PCRLB and RMSE for Swerling I model

When the initial estimate error is set to be the same,
the proposed strategy achieves much lower PCRLB and
RMSE than the two other methods. Moreover, the close
performance to the exhaustive search method is achieved.
That is because the dynamic antenna selection provides
the minimal measurement error according to the predic-
tive PCRLB, which can result in the minimum worst case
of PCRLB at each step. Hence, the tracking precision is
obviously enhanced. By contrast, the fixed antenna confi-
guration can only provide constant measurement error, and
the target prior information is not fully employed. Thus, it
offers higher PCRLB and RMSE. Moreover, the proposed
strategy combines the convex relaxation technique with lo-
cal search. The former technique supplies high quality of
initialized solutions, and the local search is responsible for
the higher solution precision. As such, better solutions are
obtainable than the heuristic method.

In addition, the CPU time are compared among all
the algorithms, as shown in Fig. 4. The results imply
that the proposed strategy possesses much lower computa-
tional complexity than the heuristic method and exhaustive
search method. Specifically, the proposed method takes
about 5 s in the selection of optimal antenna sets in each
frame, while it takes the heuristic search and exhaustive
search about 10 s and 103 s, respectively. Such a result is
consistent with the analysis in Section 4.3, where the pro-
posed algorithm is very efficient.

Fig. 4 CPU time comparison

Combining with Fig. 3, we can see that there is a ba-
lance between the performance and complexity among the
three methods. However, the heavy computational load of
the exhaustive search does restrict it to applications. That
is because the number of collocated MIMO radar arrays
is usually larger than 25 in practice, resulting in that the
time consumption of exhaustive search cannot satisfy the
real-time demand in the multi-target tracking. In this case,
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the proposed method is more preferable, which is due to
its lower complexity and better performance.

To investigate the influence of SNR on the performance,
Fig. 5(a) and Fig. 5(b) show the worst case of PCRLB and
RMSE with different SNRs, respectively.

Fig. 5 Performance comparison with the increase of SNR for Swer-
ling I model

On the condition that SNR is increased, the performance
of all the methods is improved. However, the proposed
method still performs better than the fixed antenna configu-
ration and the heuristic search method. Meanwhile, with
the increase of SNR, the performance gap between the pro-
posed method and the two methods is narrowed. In addi-
tion, the worst-case PCRLB and RMSE generated by the
proposed method are very close to the exhaustive method,
which demonstrates its robustness.

5.2 Swerling II model

When the target RCS follows with Swerling II model, the
wide gap between the PCRLB of velocity and DOA should
be emphasized. In order to maintain them on the same or-
der of magnitude, we reset the simulation parameters as
L = 100 and Tp = 0.1 s. The other parameters stay
the same. The representative selection results are shown in
Fig. 6, and the performance comparison is shown in Fig. 7.

Fig. 6 Representative array selection results for Swerling II model
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Fig. 7 Performance comparison in terms of the worst case of
PCRLB and RMSE for Swerling II model

It can be seen again that the proposed method achieves
much lower RMSE and PCRLB than the fixed antenna
configuration and the heuristic search method. That is be-
cause the proposedmethod can utilize the closed loop feed-
back scheme to adjust the antenna configuration, resulting
in the minimum PCRLB being offered at each step. More-
over, the proposed method yields performance very similar
to the exhaustive search method.

To reflect the influence of SNR on the performance, the
results with the increase of SNR are presented in Fig. 8.
Obviously, the PCRLBs and RMSEs of all the methods
decrease along with the SNR being increased. However,
the proposed method always provides a lower PCRLB and
RMSE than the other two methods. On the other hand,

the performance disparity between the exhaustive search
method and the proposed method is very narrow, which
verifies that the proposed method is very effective in the
different SNR cases.

Fig. 8 Performance comparison with the increase of SNR for Swer-
ling II model

The following points may be deduced from the simula-
tions.

(i) Whenever the target reflectivity being in Swerling I
or Swerling II model, the tracking accuracy between the
proposed method and the fixed antenna configuration nar-
rows with the increase of SNR.

(ii) In comparison with the heuristic search and fixed
antenna configuration, the proposed algorithm is able to
achieve better and persistent performance.

(iii) Though the performance of the exhaustive search
method is the best, the computational burden restricts
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its application in engineering. By contrast, the proposed
method is efficient enough and can provide close-to opti-
mal solutions.

6. Conclusions

An antenna adjustment scheme is developed in the multi-
target tracking using collocated MIMO radar. The objec-
tive function is the derived PCRLB where the Doppler and
DOA information are implied. In addition, two target RCS
models are taken into account in the situation of the trans-
mitting coherent pulse train. The formulated optimization
model is known as NP-hard, and an efficient method is put
forward for the solution to the problem. Simulation results
depict the following points.

(i) The dynamic antenna selection strategy can offer
much better performance than the fixed antenna selection
and the heuristic search method.

(ii) The performance gap between the proposed method
and the fixed antenna selection is narrowed with the in-
crease of SNR.

(iii) The proposed method is efficient enough and can
provide close-to optimal solutions, though a tradeoff be-
tween efficiency and optima is implied.

Future work includes the extension to the distributed
MIMO radar and solving the problem via intelligence al-
gorithms [38 – 40].
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